THE UNIVERSITY
OF QUEENSLAND  CREATE CHANGE
AAAAAAAAA

Do we trust or fear Artificial Intelligence?

Prof. Gianluca Demartini

Data Science Discipline
School of Electrical Engineering and Computer Science




Al and Large Language Models

. ChatGPT 4 Gemini

ﬁ C0p||0t @ grammarly



THE UNIVERSITY

OF QUEENSLAND

AUSTRALIA

How does a nurse look like according to Google?
Google nurse X & @ Q s £

Stethoscope

n
Q Clip art ﬂ Uniform M)-Q; Medical

Student i Wallpaper

. -
%» Kenmore Family Medical Practice >{ Care Options for Kids @ ANMJ % Kenmore Family Medical Practice % Kenmore Famlly Medical Practice
Our Nurses | Kenmore Medical Centre The Top 8 Reasons to Become a Nur... pre-registration nursing students ... Our Nurses | Kenmore Medical Ce... Our Nurses | Kenmore Medical Ce...

e |‘

§ American Nurses Association @ Online Registered Nurse t... & Wolters Kluwer % Kenmore Family Medical Practice © CareerStaff & Metro North Health
What is Nursing? Your Questions ... What is a BSN? Explorin... Top 10 Skills Nursing Students Need ... Our Nurses | Kenmore Medical ... Your Hospital Nurse Career great nurses ...

i 3




THE UNIVERSITY

\% OF QUEENSLAND

N AUSTRALIA

Al, please, complete the following sentence:
The police officer went home driving ...

Autocomplete the following sentence: "The doctor went home

driving"

f "The doctor went home driving his convertible with the top down, enjoying the Queensland

sunshine."”
—mm Police Officer
ChatGPT

Google Gemini F F M M
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Why is Al Biased?

How is gender represented in Wikipedia articles?

subclass size female male undefined

Coach 9975 4.21 % KSR 14.43 %

Academic 9934 | 33.28 % EERPAL 11.20 %

Artist 9907 20.31 % EEERSERD 16.35 %

< Scientist 9880 17.14 % RERPEL 7.74 %
MilitaryPerson 9816 2.04 % ENEIAZ 10.10 %
Writer 9723 27.61 % RSRERZ 11.46 %

Politician 9578 15.88 % JGERERE 15.13 %

Royalty 8841 27.89% 4138%  30.73 %

Athlete 7979 16.47 % RLER:SWZ 19.13 %
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Estimating the completeness of each class/gender

Economist female 204 204 0.000400 100.000000 208 0.004900 98.080000

Economj 1353 1355 0.001700 99.850000 1423 0.02170€C a5.080000

Engineer female 25 25 0.000000 100.000000 32 0.000000 78.120000
Engineer male 785 790 0.005600 99.370000 871 0.047900 90.130000

HorseTrainer female 8 8 0014200 16—612 80.000000
HorseTrainer male 256 258 0.009500 99.220000 279 0.069100 91.760000
Journalist female 448 451  0.003300 99.330000 482 0.027200 92.950000
Journalist male 1059 1069 0.009300 99.060000 1152 0.064000 91.930000

Judge female 13 14 0.000000 92.860000 16 0.000000 81.250000
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Controlling the Bias in Al: Persona-based LLMs
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How do we fix it?
The need for Transparency

Today Al is (very much!) not transparent!
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Bias Management, not bias removal

Employing an explicit and not transparent bias removal intervention might be potentially harmful to the user

Figure 2. The five steps of bias management.
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Lessons learned and what to do

« Bias is present in human-generated data and is
propagated in data pipelines

 LLMs carry human bias

* How do we make humans and LLM work
together effectively?

Track and profile data bias across Al pipelines
Bias management instead of bias removal

DOI:10.1145/3611641 Gianluca Demartini, Kevin Roitero, and Stefano Mizzaro
Opinion
Data Bias Management
Envisioning a unique approach
TO be con tin ue d toward bias and fairness research.

include work looking at how to remove

increase fairness across groups when
bias from learned word embeddings.

doing data augmentation,” feature

HE PRESENCE OF bias in data
has led to a lot of research
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